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Abstract—This days interests in metaheuristic optimization algorithms have been grown and this algorithms have been used in 
many fields . Because of this , many algorithms have born or mixed up together in order to get into better results . In this paper a 
new hybrid AMPSO-TS ( Adaptive Modified Particle Swarm Optimization – Tabu Search ) method is presented for training RBF 
(Radial Basis Function ) neural network that used to function approximation . This AMPSO-TS method uses the search ability of 
Tabu Search algorithm to optimize the Adaptive Modified Particle Swarm Optimization to result in more accurate . This hybrid 
method is used for learning RBF neural network and uses it for function approximation . Both PSO and TS method use the strat-
egy of best solution of neighborhood in every iteration to get into best result , but every one of them has issues . By use of ad-
vantages of this methods we proposed the new  method that uses TS to optimize the constants of PSO . numerical result show 
that the proposed method has improved results contrast to the simple PSO and gradient descent method to learn the RBF neural 
Network . 

 

Index Terms— Function Approximation , metaheuristics , neural network , Particle Swarm Optimization , RBF , Tabu Search , gradient 

descent 

——————————      —————————— 

1 INTRODUCTION                                                                     

1.1 Function Approximation 

Function approximation is needed in many fields , such as 

applied mathematics and computer science . It usually used to 

choose a function among the classes of functions or to estimate 

a function from a database that contain some inputs and their 

relative outputs . 

As we said there are two major classes of function approxima-

tion : In first way we know the target function and we try to 

investigate how exact we could approximate the target func-

tion by a specific class of functions like polynomials or rational 

functions . 

The other class contain a set point of input and output (x , 

g(x)) instead of target function named g  that is unknown . 

Depends on the set point structure several techniques of ap-

proximating can be applied . 

Some of famous techniques of function approximation are 

polynomial approximation that contain methods like Taylor 

expansion that when set points contain the function value and  

 

n derivatives at the same point had been used , Projection me-

thod that has been used when sat point contain n+1 argu-

ments and n+1 function value at the same arguments , Inter-

polation techniques that contain methods like Lagrange inter-

polation that uses Lagrange coefficients to approximate the 

function , Hermite  interpolation has been used when set 

points contain function value and derivatives value at the 

points [20]. 

 

Even there are artificial  intelligence methods to approximate 

the functions that almost uses neural networks to do the job . 

In this paper we have used this method by the RBF neural 

network to approximate the functions and tried to minimize 

the approximation error by the proposed algorithm . 

1.2 RBF Neural Network 

Neural network generally refer to the networks that simulate 

the neuron behavioral . This networks could be biological that 

are made of biological neurons that make the nervous system 

or even could be artificial that contain artificial neurons to si-

mulate the nervous system and use it in many fields , such this 

paper that we used to approximation of functions . 

This method don’t need to know the whole model parameters 

even if the system be too complicated and could get to the 

proper result and that is a great advantage in contrast the oth-

er method . 
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The basic idea of neural network was proposed by Alexander 

Bain (1873) and William James (1890) . For Bain , every activity 

led to the firing of a certain set of neurons. When activities 

were repeated, the connections between those neurons streng-

thened , James’s  theory was similar to Bain’s, however, he 

suggested that memories and actions resulted from electrical 

currents flowing among the neurons in the brain. 

McCullouch and Pitts (1943) created a computational model 

for neural networks based on mathematics and algorithms. 

They called this model threshold logic. 

In the late 1940s psychologist Donald Hebb created a hypothe-

sis of learning based on the mechanism of neural plasticity 

that is now known as Hebbian learning . 

Farley and Clark (1954) first used computational machines , 

then called calculators, to simulate a Hebbian network at MIT. 

Other neural network computational machines were created 

by Rochester , Holland, Habit , and Duda (1956) . 

Rosenblatt  (1958) created the perceptron, an algorithm for 

pattern recognition based on a two-layer learning computer 

network using simple addition and subtraction . 

After this Neural Networks had a lot improvement and suc-

cessfully applied to the artificial intelligence fields such as sta-

tistical estimation , classification , speech processing , image 

processing , adaptive control , software agents and so on . 

In a neural network usually there is 3 layer : Input layer , hid-

den layer , output layer . Every layer consist of artificial neu-

rons that are connected to the other neurons of other layers . 

this connection could be fully connected or partially connected 

. The coefficient of neuron connections is called weight that by 

a process we get to the proper weight for every connection 

that this process is called learning . In Fig 1 we see a schema-

tice of a neural network . 

RBF neural network is an artificial neural network that uses 
radial basis functions as activation functions in hidden layer . 
output of the network is calculated by (1), and the Gaussian 
function that is used in hidden layer presented in (2): 

 
N : the number of neurons in hidden layer 

ci : center vector of neuron i 

αi : weights of linear output neuron 

 (1) 

 

ρ : Gaussian basis function 

                                       (2) 

 

 

 

 

Fig 1 : Architecture of a radial basis function network 

 

In RBF networks in Training phase three types of parameters 

became updated to get into the proper value . this parameters 

are center vectors ci , output weights ωi , and the RBF width 

parameters βi . there are several methods to train the network 

that are more general such as back propagation and gradient 

descent . 

In this paper we have used Tabu Search algorithm to improve 

the result of the PSO in contrast with the simple PSO and gra-

dient descent method for training the RBF neural network in 

order to Function Approximation . 

The rest of this paper organized as follows ; section 2 presents 

basic PSO and TS and  introduces the AMPSO – TS method. 

Section 3 presents and discusses the results . Section 4 is con-

clusions . 

2 ADAPTIVE MODIFIED PARTICLESWARM OPTIMIZATION-
TS 

2.1 Particle Swarm Optimization 

Particle swarm optimization is a meta heuristic algorithm that 

simulate the behavioral of birds flock or fish school . First it 

was proposed  by Kenny and Eberhart as a optimization algo-

rithm . In this algorithm every particles position is updated 

according to the swarms best position and the same particles 

best position ever around the search space . 

PSO’s particle in first round usually get random values and 
first value of velocity is set to zero , then the swarm value 
place in target function and best answer among the swarm 
chosen as global best , even for every particle if recent position 
be better than the previous one particle’s best position have 
been updated . By use of new information new velocity will be 
updated by (3) and new position will be calculate by (4). 

http://en.wikipedia.org/wiki/Donald_Hebb
http://en.wikipedia.org/wiki/Hebbian_learning
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Where w is weight constant that relate the previous velocity to 
the new one and  c1 and c2 are constant that follow relation in 
(5) and r1 and r2 are random values between 0 and 1 [1]. 
 

 

 
 (3) 

 (6) 

 

 (4) 

 (5) 
 
 

PSO algorithm will continue till the iterations end or the fit-

ness value get into the proper value . 

The complete PSO algorithm is followed [2]: 

 Initialize the particles 

 For every iteration  

 Calculate target function for every particles 

 If the recent value of the particle is better than   previous 
one update the  and set it by  this value 

 Choose the best particle of swarm that has best fitness 
value as  

 Calculate the velocities by the equation  

 Calculate the particles position by the equation 

 End  

 

PSO has many optimization applications in different fields , 
and we use it here for training the RBF neural network . 
 
2.1 Tabu Search 

Tabu search is an iterative optimization algorithm  like PSO 

that first introduced by Glover in 1986 [] . unlike PSO that may 

fall in local optimum , TS uses memory structure and tabu list 

strategy that don’t let algorithm stock in local . In TS we use 

neighborhood strategy to select the candidate list in every ite-

ration . After  making the solution list , every solution will 

check in tabu list , if it wasn’t tabu active it could be one of the 

answers then we put it in target function and if the result had 

proper fitness value we update the fitness condition and then 

we put this solution on tabu list to prevent falling in local or 

loop . Best answer in the neighborhood will be chosen as cen-

ter of neighborhood in the next iteration and this will continue 

until stopping criteria has been satisfied . To prevent of loop 

or local optimum every member of tabu list will be active for 

constant period of iteration after that it will be free to select . 

The following pseudo code shows the TS algorithm [10,11] : 

 Input:  Tabu List size 
 Output:  Sbest 
 Construct Initial Solution and put in Sbest 
 Empty the Tabu  List   
 While ( Stop Condition()) 
 Empty Candidate List  
 For (Candidate swarm є Sbest neighborhood  ) 
 If any of candidate swarm isnot in the Tabu List 
 Put  Candidate swarm  in the Candidate List    
 End 
 End 
 Generate Candidate List 
 Find best answer in the swarm and get it as new Candi-

date     
  If value of Candidate is better than the best answer so far 
 put Candidate  as Sbest 
  Put the Candidate List in the Tabu List  
 While Tabu List is greater than Tabu list size 
 Delete extra feature in the Tabu List 
 End 
  End 
 End 
 Return Sbest 

 

2.2 Proposed method 

Simple PSO has some issues that could cause the divergence in 

the solution . One of them is velocity , that if we couldn’t han-

dle it might get very large values and take away the solutions 

from optimum value . The other factor that effect on the final 

solution are the constants w , c1 and c2 . By choosing the 

proper value for this constant the convergence could be faster 

and more accurate . So in this paper we used the Modified 

PSO by modified velocity [] and by considering it’s constant as 

adaptive values and entering the TS algorithm to do it pro-

posed a new method that called Adaptive Modified Particle 

Swarm Optimization - TS or AMPSO – TS . 

First we discuss about modifying the velocity . 

Because of random generation of  and , this values could 

be both too large or too small . If both be too large then both of 

personal and social experience of particle (respectively 

) become overused and it could drive the par-

ticle far from the local optimum . 

And if both of random values be too small use of personal and 

social experience is not enough to update the proper velocity 

and convergence would not be low . So we define two values 

for maximum and minimum velocity and update the velocity 

as follows (6,7,8) [21] : 
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 (6) 
 

 (7) 

 

 (8) 

 

Now after modifying the PSO we enter the TS algorithm to 

make the PSO as an adaptive method . 

By choosing constant values for the c1 and c2 we define the 

effect of previous velocity , distance from pbest and gbest on 

the new velocity . As we get more close to the fitness value it 

might be needed to reduce or increase  the effect of distance 

from pbest and gbest . So we have used Tabu Search algorithm 

as a stage of PSO . 

We see the pseudo code of proposed AMPSO-TS algorithm as 

follows : 

 Initialize the particles 
 Initialize the w,  and  
 Initialize the Tabu List 
 For every iteration  
 Calculate target function for every particles 
 If the recent value of the particle is better than previous 

one update the  and set it by this value 
 Choose the best particle of swarm that has best fitness 

value as  
 Origin the neighborhood of w ,  and  
 For every solution of neighborhood 
 If the solution is not Tabu calculate the fitness value 
   Choose the best value 
   Update the Tabu List 
 Calculate the velocities by the equation  
 Calculate the particles position by the equation  
 End  

 

As we said the proposed method has been used to train the 
RBF neural network for Function Approximation . So for every 
function we use the weights and width and center of Gaussian 
radial basis function as swarm of PSO and we train the net-
work to get to the fitness value . In this method we put the 
algorithm in exchange of weight updating , Gaussian function 
center updating and the Gaussian function width updating 
formula and use the value as new updated value of 

weight , center and width . So in every iteration of RBF neural 
network we run the algorithm for all the inputs . The input of 
proposed training method will be networks input data and 
target function is followed by the input function value .  At 
first iteration of neural network weights , centers positions 
and width  will be generated by random but at the next itera-
tions last weights , centers positions and width of previous 
iteration would be beginning  weights . Training process will 
continue until stopping criteria has been satisfied .  
Pseudo code of Training phase of RBF neural network is fol-
lowed : 
 Initialize the parameters 
 For every neural network iteration 
 For every input 
 Calculate the radial basis function 
 Run the AMPSO-TS algorithm 
 End 
 Update the parameters 
 End. 

 

3 NUMERICAL RESULTS 

    To test the proposed algorithm , we compared this method 

with Gradient descent method and simple PSO for training the 

RBF neural network . The Gradient descent method exposed 

to the RBF with 500 iteration . The simple PSO that we used to 

train has swarm size equal to 64 , with w=0.75 , c1=c2=1.9 . 

The PSO include 30 iteration and stopping criteria of neural 

network is 500 iteration . The proposed AMPSO – TS method 

parameters include , swarm size equal to 64 , the PSO itera-

tions is equal to 20 , TS iterations is 10 , TS neighborhood as-

pect size is equal to 5 , Tabu period = 5 , and c1and c2 are cho-

sen with Tabu Search part of  algorithm .  

We have used 20 different function to test the algorithm that 

are listed in appendix . 

Numerical result after training the network has shown in table 

1. As we see simple PSO has better answers than Gradient 

descent and proposed AMPSO – TS method has better an-

swers than simple PSO and it’s obvious that convergence rate 

in simple PSO and proposed method AMPSO – TS is so better 

than Gradient descent because this methods get to the answer 

in much less iterations . we compare the convergence rate of 

simple PSO and AMPSO – TS methods for some of selected  

functions in table 2 . The comparison is based on sum of error 

percentage on whole test data . Finally we see the pictorial 

comparision of some selected functions in fig 2. 

TABLE 1 

 MEAN OF ERROR PERCENTAGE FOR DIFFERENT ALGORITHMS 

 GD PSO AMPSO-TS 

AK 4.9619 3.7880 3.4576 
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BL 1.9160 0.5872 0.4677 

L 2.7569 1.1342 0.9120 

MT 87.5128 15.0667 10.0092 

BO 0.9779 0.6793 0.4516 

RT 11.6295 4.7561 2.6103 

RC 4.0158 0.4138 0.3810 

R 4.0816 1.0023 0.7781 

CV 10.6003 9.5381 9.5014 

SC 0.5687 0.5534 0.1088 

DJ 3.3655 2.1313 2.0504 

SR 13.6399 4.4190 3.2671 

DP 13.7654 5.2163 2.2937 

SS 11.3544 6.6851 5.6404 

GP 29.4366 7.4211 2.8106 

T 12.0993 8.7235 5.9420 

G 47.0722 4.9003 0.8426 

Z 0.3127 0.2925 0.0913 

HM 38.2086 32.0129 29.4768 

B 117.0404 78.4538 62.1267 

 

TABLE 2 

COMPARISON OF CONVERGENCE OF PSO AND AMPSO-TS 

 PSO (Iterations) AMPSO-TS (Iterations) 

 10 20 30 5 10 15 

AK 4.8876 4.4241 4.1503 3.4576 3.4576 3.4576 

BL 0.6954 0.6763 0.5872 0.4677 0.4677 0.4677 

BO 0.8084 0.7678 0.6793 0.5047 0.4633 0.4572 

RC 0.8910 0.6740 0.4203 0.8546 0.7727 0.5810 

CV 10.0810 9.6288 9.5487 9.8236 9.5014 9.5014 

DJ 4.2255 2.7786 2.6608 2.9303 2.4737 2.2504 

DP 6.5757 6.4659 5.2926 4.3114 3.1829 2.2937 

Z 0.8654 0.6185 0.4204 0.3005 0.1977 0.1428 

 

 

 
 

 

 

 

 

 

 

 

 

 

Fig. 2. (b) Convergence rate for Booth function  

 

 

 
 
 
 
 

 

Fig. 2. (a) Convergence rate for Ackley  

 

 

 

Fig.2.(c) Convergence rate for Brain RCOS function 
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4 CONCLUSIONS 

In this paper we proposed AMPSO – TS method , that is a suc-

cessful combination of simple PSO and TS algorithm with ve-

locity modification . This method has shown better result than 

simple PSO and Gradient descent method for training the RBF 

neural network . This method showed lower error and more 

convergence rate , that this shows modifying the velocity and 

choosing proper constant of PSO by using TS algorithm has 

effectively improve the performance . 

 
 
 
 
 
 
 

5     APPENDIX 

 

The functions formula that we used to check the proposed methods results .

  

 Function Name Formula 

AK Ackley 

 

RC Brain Rcos 

 

B Bohachevsky  

BL Beale  

BO Booth  

CV Colville  

 

 

DJ De Joung  

DP Dixon & Price 

 

GP Goldstein & Price 
 

 

G Griewank 
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HM Hump 

 

L Levy 

 

 

MT Matyas  

RT Rastrigin 

 

R Rosenbrock 

 

SC Schwefel 

 

SR Sphere 

 

SS Sum Square 

 

T Trid 

 

Z Zakharov 
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